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ABSTRACT
Discrete transforms, defined over finite or infinite fields, play a very important role
in Engineering. In either case, the successful application of transform techniques is
mainly due to the existence of the so-called fast transform algorithms. In this paper,
the complex finite field Hartley transform is introduced and a fast algorithm for
computing it is suggested.

1. INTRODUCTION
Discrete transforms are a very important tool and play a significant role in
Engineering. A particularly striking  example is the well known Discrete Fourier
Transform (DFT), which has found many applications in several areas, specially in
the field of Electrical Engineering. A DFT over Galois fields was also defined [1]
and applied as a tool to perform discrete convolutions using integer arithmetic.
Since then several new and interesting applications of the Finite Field Fourier
Transform (FFFT) have been found, not only in the fields of digital signal and
image processing [2-5], but also in different contexts such as error control coding
and cryptography [6-8]. In both cases, infinite and finite, the existence of fast
algorithms (FFT) for computing the DFT has been a decisive factor for its real-time
applications. Another interesting example is the Discrete Hartley Transform (DHT)
[9], the discrete version of the symmetrical, Fourier-like, integral transform
introduced by R. V. L. Hartley in 1942 [10]. Although seen initially mainly as a
tool with applications only on the numerical side and having connections to the
physical world only via the Fourier transform, the DHT has proven over the years
to be a very useful instrument with many interesting applications [11-13]. Fast
Hartley transforms also do exist and play an important role in the use of the DHT.

Recently, a new Hartley transform over finite fields (FFHT) was introduced
[14] which has interesting applications in the field of digital multiplexing [15].
However, the FFHT has the restriction that it does not allow blocklengths that are a
power of two. In this paper, the complex finite field Hartley transform (CFFHT) is
introduced. Thus, in the next section a trigonometry for gaussian integers over a
Galois field is introduced. In section 3 the cosine and sine (cas) function over a
finite field is introduced and some orthogonality relations are derived.  In section 4,
the complex finite field Hartley transform (CFFHT) is defined using a Galois field
gaussian integer argument for the transform kernel which removes the blocklength
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restriction of the FFHT. Section 5 examines the condition for valid spectra which
leads to results that are similar to the conjugacy constraints for the FFFT. An
efficient algorithm for computing the CFFHT is presented in section 6. The paper
closes with a few concluding remarks and suggestions of some possible areas of
applications.

2. A TRIGONOMETRY FOR GAUSSIAN INTEGERS OVER A GALOIS
FIELD
The set G(q) of gaussian integers over GF(q) defined below plays an important role
in the ideas introduced in this paper (hereafter the symbol  := denotes equal by
definition).
Definition 1:  G(q) := {a + jb ,  a, b ∈ GF(q)}, q = pr, r being a positive integer, p
being an odd prime for which j2 = -1  is a quadratic non-residue in GF(q), is the set
of gaussian integers over GF(q).
Let  ⊗ denote the cartesian product. It can be shown, as indicated below, that the
set G(q) together with the operations ⊕  and ∗ defined below, is a field.
Proposition 1: Let
 ⊕ : G(q) ⊗ G(q)  →  G(q)
(a1 + jb1 , a2 + jb2)  →  (a1 + jb1) ⊕ (a2 + jb2) =

        = (a1 + a2) + j(b1 + b2)
 and
      ∗ : G(q) ⊗ G(q)  →  G(q)
   (a1 + jb1 , a2 + jb2)  →  (a1 + jb1) ∗ (a2 + jb2) =

        = (a1a2 - b1b2) + j(a1b2 + a2b1).
The structure GI(q) := < G(q) , ⊕ , ∗ > is a field. In fact, GI(q) is isomorphic to
GF(q2) .            ð

In what follows ζ denotes an element of multiplicative order N in GI(q), the set
of gaussian integers over GF(q),  q = pr, p an odd prime such that p ≡ 3 (mod 4).
Trigonometric functions over the elements of a Galois field can be defined as
follows.

Definition 2: Let ζ  be na element of multiplicative order N in GI(q), q = pr , p≠2.
The GI(q)-valued k-trigonometric functions of ∠(ζi) in GI(q) (by analogy, the
trigonometric functions of k times the ″angle″ of the ″complex exponential″  ζi) are
defined as

cosk (∠ζ i) :=
2

1
( ζ ik + ζ -ik)   and   sink (∠ζ i) := 

2j

1
(ζ ik - ζ -ik),

for  i, k = 0, 1,...,N-1. For simplicity ζ is supposed to be fixed. We write cosk(∠ζ i)
as cosk(i). The trigonometric functions above introduced satisfy properties P1-P10
below.
P1. Unit Circle:  sink

2( i ) + cosk
2( i ) = 1.

Proof:  sink
2( i ) + cosk

2( i )= [ 1

2 j
(ζik - ζ-ik)]2 + [ 1

2
(ζik + ζ-ik)]2 =

   = 1

4−
(ζ2ik - ζ-2ik -2) + 1

4
(ζ2ik + ζ-2ik+2) = 1. ð
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P2. Even / Odd: cosk ( i ) = cosk ( -i )
sink ( i ) = - sink ( -i ).

Proof.  cosk (-i )=
1

2
 (ζ-ik + ζik) = cosk ( i ); sink ( -i ) = 1

2 j
 (ζ-ik - ζik) = -sink ( i ).  ð

P3. Euler Formula :  ζik = cosk ( i ) + jsink ( i ).

Proof.  cosk ( i ) + jsink ( i ) = 1

2
 (ζ-ik + ζik) + 1

2
 (ζik - ζ-ik) = ζik .  ð

P4. Addition of Arcs :
      cosk (i + t) = cosk ( i )cosk ( t ) - sink ( i )sink ( t ),
      sink (i + t) = sink ( i )cosk ( t ) + sink ( t )cosk ( i ).

Proof.  Clearly cosk ( i + t ) = 1

2
 (ζ(i+t)k + ζ-(i+t)k) = 1

2
 (ζi)kζt)k + ζ-i)kζ-t)k) =

= 1

2
{[cosk (i)+jsink (i)][cosk (t)+jsink (t)]+[cosk (i)-jsink (i)][cosk (t)-jsink (t)]}

= cosk (i)cosk (t)-senk (i)senk (t).
The proof for the sin(.) function is similar.  ð
P5. Double arc:

cosk
2(i) = 1 + cos k (2 i)

2 ;
sink

2( i ) =1 − cos k (2 i)

2

Proof. According to P4,
cosk ( 2i ) = cos2

k ( i ) - sin2
k ( i ) = cos2

k ( i ) - [1 - cos2
k ( i )] = 2 cos2

k ( i ) - 1.
The proof for the sin(.) function is similar.  ð
P6. Symmetry:

cosk ( i ) = cosi ( k )
sink ( i ) = sini ( k ).

Proof. Follows directly from definition 2.  ÿ
P7. Periodicity:  cosk(i + N) = cosk( i )  e  sink(i + N) = sink( i ).

Proof. cosk (i + N) = 1

2
 (ζi(k+N) + ζ-i(k+N)) = 1

2
 (ζik ζiN + ζ-ik ζiN) = cosk ( i ), since the

order of ζ is N.  ÿ
P8. Complement:

cosk ( i ) = cosk ( t )  where itk ≠ 0 and i+t = N
sink ( i ) = -sink ( t ) where itk ≠ 0 and i+t = N.

Proof.

2[cosk ( i )-cosk ( t )] = (ζik+ζ-ik-ζtk-ζ-tk) ζ
ζ

kt

kt









  = ζ-ik-ζtk  = (ζ-ik-ζtk) ζ

ζ

-kt

-kt









 =0. ÿ

P9. cosk ( i ) summation:

k=0

N-1

∑ cosk ( i )  = 
N ,  i = 0

0 ,  i  0≠




.
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Proof. Let σ := 
k=0

N-1

∑ cosk ( i ) =
1

2 k=0

N-1

∑ (ζik + ζ-ik).  If i = 0 then σ = N. Otherwise

σ = 
1

2
[ 1 1

1

( )ζ
ζ

i N

i

−
−

 + 1 1

1

( )ζ
ζ

i N

i

−
−

] = 
1

2
[0 + 0] = 0.            ÿ

P10.   sink ( i ) summation:

k=0

N-1

∑ sink( i ) = 0.

Proof. Let σ:= 
k=0

N-1

∑ sink ( i ) = 
1

2 j k=0

N-1

∑ (ζik - ζ-ik). If i = 0 then σ = 0. Otherwise σ

= 
1

2 j
[ 1 1

1

( )ζ
ζ

i N

i

−
−

 - 1 1

1

( )ζ
ζ

i N

i

−
−

] = 
1

2 j
[0 - 0] = 0.    ÿ

A simple example is given to illustrate the behaviour of such functions.
Example 1: Let ζ = j, an element of order 4 in GI(3). The cosk (i) and sink (i)
functions take the following values in GI(3):

Table 1 – Discrete cosine and sine  functions over GI(3).

cosk ( i )       sink ( i )

0 1 2 3 ( i ) 0 1 2 3 ( i )

0 1 1 1 1 0 0 0 0 0

1 1 0 2 0 1 0 1 0 2

2 1 2 1 2 2 0 0 0 0

3 1 0 2 0 3 0 2 0 1

( k ) ( k )

3. ORTHOGONALITY RELATIONS
The trigonometric functions (definition 2) have interesting orthogonality properties,
such as the one shown in lemma 1.
Lemma 1: The k-trigonometric functions cosk(.) and sink(.) are orthogonal in the
sense that

k

N

=

−

∑
0

1

 [cosk(∠ζi) sink(∠ζt)]  = 0,

where ζ is an element of multiplicative order N in GI(q).

Proof.  From P4, we have cosk(∠ζi) sink(∠ζt) = 1

2
[sink(t + i) + sink(t - i)], and

therefore

k

N

=

−

∑
0

1

[cosk(∠ζi) sink(∠ζt)]  =  1

2 k

N

=

−

∑
0

1

[sink(t + i) + sink(t - i)].

 Then, from P10, the result follows.        ÿ
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A general orthogonality condition, which leads to a new Hartley Transform, is
now presented via the cask(∠ζi) function. The notation used here follows closely
the original one introduced in [10].
Definition 3: Let ζ ∈ GI(q), ζ≠0. Then   cask(∠ζ i) := cosk (∠ζ i) + sink (∠ζ i).  ð
The cask(.) function satisfies properties C1-C5 below:
C1. Addition of Arcs:

i) cask(i + t) = cosk( i ) cask( t ) + sink( i ) cask( -t ).
ii) cask(i - t) = cosk( i ) cask( -t ) + sink( i ) cask( t ).

Proof: i) By definition cask(i + t) = cosk(i + t) + sink(i + t), so that from P2 and P4,
cask(i + t) = cosk( i )cosk( t ) - sink( i )sink( t ) + sink( i )cosk( t ) + sink( t )cosk( i ) =
= cosk( i )[cosk( t ) + sink( t )] + sink( i )[cosk( -t ) + sink( -t )] = cosk( i )cask( t ) +
sink( i )cask( -t ).  ÿ
The proof for (ii) is similar.
C2. Product: cask( i ) cask( t ) = cosk( i - t ) + sink( i + t )
Proof: cask( i ) cask( t ) = [cosk( i )+sink( i )][cosk( t )+sink( t )] = cosk ( i )cosk ( t )+
+sink ( i )sink ( t ) + sink ( i )cosk ( t ) + sink ( t )cosk ( i ) , and, from P2 and P4, the
result follows.
C3. Symmetry: cask( i ) = casi( k )
Proof: Direct from P6.   ÿ
C4. Quadratic Norm: Let  cas(∠ζi), with argument ζ = α ∈GF(q). Then

[cask( i )]
q+1 =  cask( i )

2 =  cosk( 2i ).
Proof: With cask( i ) = a+jb, then (cask( i ))

q  =  a
q + jq bq  = a – jb. Therefore

[cask( i )]
q+1 =  cask( i )

2 = [cosk( i )]
2 - [senk( i )]

2  = cosk( 2i ) (P1 and P5).  ÿ
C5. Periodicity: cask( i+N ) = cask( i ).
Proof: Direct from P11.  ÿ

The set  {cask(.)}k=0, 1,...., N-1 , can be viewed as a set of sequences that satisfy the
following orthogonality property:

Theorem 1.
k

N

=

−

∑
0

1

 cask(∠ζi)cask(∠ζt) = N  ,    i =  t

0   ,    i  t≠




   , where ζ has multiplicative

order N.

Proof. From  C2 it follows that

k

N

=

−

∑
0

1

 [cask(∠ζi)cask(∠ζt)]  =   
k

N

=

−

∑
0

1

[cosk (i - t) + sink (i + t)] .

Now, using P10, we obtain

k

N

=

−

∑
0

1

 [cask(∠ζi)cask(∠ζt)]  =  
k

N

=

−

∑
0

1

[cosk(i - t)], and, from P9, the result follows.  ÿ

4. THE COMPLEX FINITE FIELD HARTLEY TRANSFORM
Let v = (v0 , v1 , ... , vN-1) be a vector of length N with components over GF(q). The
Complex Finite Field Hartley Transform (CFFHT) of v is the vector V = (V0, V1 ,
... , VN-1) of components Vk∈GI(qm), given by
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Vk := 
i

N

=

−

∑
0

1

vi cask(∠ζi)

where ζ is a specified element of multiplicative order N in GI(qm).
Such a definition extends the definition of the Finite Field Hartley Transform.

A signal v and its discrete Hartley spectrum V are said to form a complex finite
field Hartley transform pair, denoted by  V = H (v) or v ↔ V.

The inverse CFFHT is given by the following theorem.
Theorem 2: The N-dimensional vector v can be recovered from its spectrum V
according to

vi = ∑
−

=

1N

0k
)p(modN

1 Vkcask(∠ζi).

Proof.

vi   = ∑
−

=

1N

0k
)p(modN

1

r

N

=

−

∑
0

1

vrcask(∠ζr)cask(∠ζi),

interchanging the summations

vi  = ∑
−

=

1N

0r
)p(modN

1
vr

k

N

=

−

∑
0

1

cask(∠ζr)cask(∠ζi),

which, by theorem 1, is the same as

 vi  = ∑
−

=

1N

0r
)p(modN

1
vr









≠ r i    , 0

r=i   , N
 =  vi  .    ð

Therefore, as it happens in the continuous Hartley Transform, the CFFHT is
symmetrical in the sense that it uses the same kernel for the direct and inverse
transforms.

5. CONJUGACY CONSTRAINTS
Theorem 3 states a relation that must be satisfied by the components of the
spectrum V for it to be a valid finite field Hartley spectrum, that is, a spectrum of a
signal v with GF(q)-valued components.
Theorem 3: The vector V = {Vk}, Vk ∈GI(qm), is the spectrum of a signal v = {vi},

vi ∈GF(q), if and only if kq-N
 q

k V V = , where indexes are considered modulo N,  i,

k = 0, 1, ..., N-1 and  N | (qm - 1).
Proof: From the CFFHT definition and considering that GF(q), q = pr, has
characteristic p, it follows that

))i(casv())i(casv(V q
k

1N

0i

q
i

q
k

1N

0i
i

q
k ∑∑

−

=

−

=

==

If vi ∈ GF(q) ∀ i, then vi
q = vi. The fact that j2 = -1 ∉ GF(q) if and only if q is a

prime power of the form 4s + 3, implies that  jq = -j. Hence,
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qk-Nqk-N

1N

0i
i

q
k V)i(casvV == ∑

−

=

.

On the other hand,  suppose  qk-N
q
k VV =  . Then

)i(casv)i(casv qk-N

1N

0i
iqk-N

1N

0i

q
i ∑∑

−

=

−

=

=

Now, let N-qk = r. Since GCD(qm -1, q) = 1, k  and  r  ranges over the same
values, which implies

)i(casv)i(casv r

1N

0i
ir

1N

0i

q
i ∑∑

−

=

−

=

=

r = 0, 1, ..., N-1. By the uniqueness of the CFFHT, v vi
q

i=
  

so that v i ∈GF(q)

and the proof is complete.         ð
The cyclotomic coset partition induced by this relation is such that an element

and its reciprocal modulo N belongs to the same class, which implies that the
number of CFFHT components that need to be computed to completely specify the
spectrum V is approximately half of the number needed for the Finite Field Fourier
Transform.
Example 2 - With q = p = 3, r = 1, m = 5 and GF(35) generated by the primitive
polynomial  f(x) = x5 + x4 + x2 + 1, a FFHT of length N = 11 may be defined by
taking an element or order 11 (α198 is such an element). The vectors v and V given
below are an FFHT pair.

v = ( 0, 1, 2, 1, 1, 0, 0, 0, 2, 1, 1 )

V = ( 0, α215 + jα46, α241 + jα51, α161 + jα138, α233 + jα96, α239 + jα32, α239 + jα153,

α233 + jα217, α161 + jα17, α241 + jα172, α215 + jα167 ).
The relation for valid spectra shown above implies that only two components

Vk are necessary to completely specify the vector V, namely V0 and V1. This can be
verified simply by calculating the cyclotomic classes induced by lemma 1 which, in
this case, are  C0 = (0) and C1 = (1, 8, 9, 6, 4, 10, 3, 2, 5, 7).

6. COMPUTING THE CFFHT
A well known transform defined over finite fields is the Finite Field Fourier
Transform (FFFT)[1]. Let v = (v0 , v1 , ... , vN-1) be a vector of length N with
components over GF(q) ⊂ GI(q), q = pr. The FFFT of  v is the vector  F = (F0 , F1 ,
..., FN-1) of components Fk∈GF(qm) ⊂ GI(qm) , given by

Fk := 
i

N

=

−

∑
0

1

vi α
ki .

where α is a specified element of multiplicative order N in GF(qm). There is a close
relation between the FFFT and the FFHT, as it is shown in proposition 2.
Proposition 2 - Let v = {vi} ↔ V= {Vk} and v = {vi} ↔ F = {Fk} denote,
respectively, a CFFHT and an FFFT pair. Then
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Vk = 
2

1
[(Fk + FN-k) + j(FN-k - Fk)] = Fe + jFo

where Fe and Fo  denote the even and odd parts of F respectively.
Proof:

FN-k = 
i

N

=

−

∑
0

1

viα
(N-k)i   = 

i

N

=

−

∑
0

1

viα
-ki  ,

so that

2

1
[(Fk + FN-k) + j(FN-k - Fk)] = 

i

N

=

−

∑
0

1

vi cosk (∠αi) + 
i

N

=

−

∑
0

1

vi sink (∠αi) =

      =
i

N

=

−

∑
0

1

vi cask(∠αi) = Vk              ð

Based on this result an efficient scheme can be devised to compute V as shown
below. It is necessary only to compute the FFFT of v, which can be done via a Fast
Fourier Transform algorithm.

Fig. 1- Computing the CFFHT

The existence of fast algorithms (FFT) for computing the CFFHT is a decisive
factor for its real-time applications such as digital multiplexing, which makes it
attractive for DSP implementations.

7. CONCLUSIONS
In this paper, a trigonometry for gaussian integers over a Galois field was
introduced. In particular, the k-trigonometric functions of the angle of the complex
exponential ζi  were defined and some of their basic properties derived. From the
cosk(∠ζi) and sink(∠ζi) functions, the cask(∠ζi) (cosine and sine) function was
defined. It was then shown that the set  {cask(.)}k=0, 1,...., N-1 , can be viewed as a set
of sequences that satisfy an orthogonality relation, which in turn was used to
introduce a new Hartley Transform, the Complex Finite Field Hartley Transform
(CFFHT).

Two important relations that have implications as far as the computation of the
CFFHT were established. Firstly it was shown that the CFFHT components satisfy

Even(.)

 Odd(.)

ℜe(V)

ℑm(V)

v
 FFT
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the so-called conjugacy constraints, which implies that only the leaders of the
conjugacy classes need to be computed.  Secondly, a simple relation between the
CFFHT and the Finite Field Fourier Transform was established, which meant that
FFT  type algorithms can be used to compute the CFFHT.

The CFFHT seems to have interesting applications in a number of areas.
Specifically, its use in Digital Signal Processing, along the lines of the so-called
number theoretic transforms (e.g.  Mersenne transforms) should be investigated. In
the field of error control codes, the CFFHT might be used to produce a transform
domain description of the field, therefore providing, possibly, an alternative to the
approach introduced in [6]. Digital Multiplexing is another area that might benefit
from the new Hartley Transform introduced in this paper. In particular, new
schemes of efficient-bandwidth code-division-multiple-access for band-limited
channels based on the FFHT are currently under development.
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